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Abstract 

Utility companies in developing countries, such as Tanzania, have 

made significant strides in automating the generation, transmission, 

and primary distribution segments of their electrical grids. 

However, automation in the Low Voltage Power Network (LVPN) 

remains limited, primarily due to the absence of sensors, actuators, 

and a communication infrastructure needed for real-time data 

transfer. This lack of automation leads to inefficiencies and service 

disruptions for both utilities and consumers. The Smart Grid Focus 

Group (SGFG) identifies critical applications such as Advanced 

Metering Infrastructure (AMI), Distributed Energy Resource 

(DER) coordination, and Distribution Automation (DA) that are 

essential for LVPN automation, each with specific latency 

requirements. Existing communication architectures fail to meet 

these latency limits due to the unique challenges faced in 

developing countries. This paper proposes a hybrid communication 

architecture built on a three-level hierarchical computing model 

tailored for Tanzania Electric Supply Company Limited 

(TANESCO) and the LVPN environment. Implemented in a 

laboratory testbed with actual deployment devices, the system 

achieved an average latency of 7.059 ms, well below the 20 ms 

threshold necessary for AMI, DER, and DA.  This promising result 

demonstrates the architecture's ability to effectively support LVPN 

automation, enhancing service delivery and operational efficiency 

in Tanzania's electrical grid.  
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1. Introduction 

The economic growth of developing countries, 

including Tanzania, heavily depends on the 

reliability of their electric power supply. Many of 

these nations still rely on outdated, one-way legacy 

grids, which only facilitate power flow from 

generation points to consumers [1, 2, 3] . A fully 

functioning legacy power grid consists of three 

main components: generation, transmission, and 

distribution, both primary and secondary (Figure 

1). The red-highlighted area in Figure 1 represents 

the Low Voltage Power Network (LVPN), which 

spans from the 400V distribution transformer to the 

final consumer. The LVPN is sometimes referred to 

as the secondary distribution network [2, 4]. 

Studies show that legacy power grids in 

developing countries typically include systems to 

monitor and control the generation, transmission, 

and primary distribution components of the grid. 

However, LVPNs often remain unmonitored, 

primarily due to the lack of Remote Terminal Units 

(RTUs) and field sensors that provide necessary 

protection and visibility [5, 6, 7]. While 

Supervisory Control and Data Acquisition 

(SCADA) systems are commonly installed to 

oversee the primary distribution network, the 

LVPNs are frequently excluded from such 

monitoring infrastructure. This absence of visibility 

and control in the LVPNs presents a significant 

challenge to effective grid management and 

undermines the reliability of the power supply in 

these regions [5, 8, 9]. 

Legacy power grids face several critical 

challenges, including lack of automated analysis, 

inadequate communication systems, limited 

control, and poor coordination between energy 

generation and consumption. These deficiencies 

lead to frequent power disruptions and blackouts, 

which undermine the ability of utility companies to 

provide reliable and consistent power supply [10, 

11]. Furthermore, the absence of robust 

communication infrastructure in the LVPN 

increases the grid's vulnerability to outages and 

system failures [12, 13]. These challenges can be 

addressed through the transition to a smart grid 

(SG), which introduces advanced capabilities for 

monitoring, control, and optimization of power 

systems  [1, 14, 15, 16]. 

SG leverages advanced communication 

infrastructure to monitor, coordinate, and optimize 

all components of the power system, improving 

reliability and efficiency [16, 17, 18]. Central to the 

SG's operation is a robust communication network 

that ensures stable, uninterrupted, and high-quality 

electricity service. This network integrates sensors, 

actuators along service lines, and smart meters at 

consumer sites to monitor energy usage, detect 

faults and perform service restoration [8, 19]. Two-

way communication allows utility control centers 

to collect real-time data on power consumption 

while simultaneously transmitting operational 

information and control commands to the 

appropriate nodes [2, 20]. The existing literature 

lacks detailed insights into the design aspects of the 

communication architecture required to automate 

LVPNs in developing countries, a key factor in 

modernizing these electrical grids. 

 

Figure 1. Parts of legacy power grid. 

. 
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To enhance the efficiency of legacy grids, 

researchers have categorized the SG 

communication architecture into three key 

networks: Home Area Network (HAN), 

Neighborhood Area Network (NAN), and Wide 

Area Network (WAN) (Figure 2). The NAN is 

sometimes referred to as the Field Area Network 

(FAN) when it connects field devices  [21, 22, 23]. 

While most existing research has focused on 

monitoring and control at the WAN and HAN 

levels, it often treats the NAN merely as an 

Advanced Metering Infrastructure (AMI) network, 

neglecting its integration with field devices [24]. As 

a result, FAN remains the least explored [25]. 

These research setups are more suitable for 

developed countries, where LVPNs are well-

structured and urban planning is more organized. In 

contrast, in developing countries, unplanned 

urbanization and poorly structured settlements 

complicate LVPN automation. This study aims to 

address this gap by designing an appropriate 

communication architecture for automating LVPNs 

in developing countries, an area currently lacking 

in the literature.  

The Smart Grid Focus Group (SGFG) was 

established by the International 

Telecommunication Union's Telecommunication 

Standardization Sector (ITU-T) to address the 

communication and standardization needs of SG. 

The focus group’s primary functions are related to 

the development of global standards, guidelines, 

and frameworks to support the integration of 

Information and Communication Technologies 

(ICT) into power grids, ultimately enabling the 

transformation of legacy electrical systems into 

more efficient, reliable, and sustainable SGs [26]. 

SGFG emphasizes the need for installing end 

nodes for sensing and actuation within the low-

voltage network, as well as a secure communication 

architecture to enable the transfer of data and 

control information for LVPN Automation [2, 13, 

27]. Additionally, the SGFG outlines several 

critical smart grid (SG) applications essential for 

LVPN automation, including Advanced Metering 

Infrastructure (AMI), Distribution Automation 

(DA), Feeder Automation (FA), and the 

coordination of Distributed Energy Resources 

(DER) [28, 29, 30]. These applications, such as 

AMI, Distributed Feeder Automation (DFA), and 

DER coordination, must meet strict latency 

requirements as set by SGFG to ensure effective SG 

implementation. Any SG deployment must adhere 

to these latency standards to be considered 

successful. For LVPN automation, the required 

latencies for each application are summarized in 

Table 1. These latency values represent the 

maximum time allowed from the initial signal sent 

by a sensor or smart meter to the control node, and 

from the control node back to the actuator or 

responsible end node. 

 

Figure 2. Communication networks in SG [12].
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Table 1. Key applications for LVPN automation [13]. 

Application Bandwidth  Latency 

AMI 10 – 100 kbps  < 2s 

DER 56 – 96 kbps  < 20ms 

DFA 9.6 – 100kbps  < 100ms 

Deploying an effective communication 

infrastructure for these SG applications in the 

LVPN is challenging due to the stringent latency 

requirements outlined in Table 1. However, this 

infrastructure is crucial for enabling automation 

within the LVPN. Automating processes in the 

LVPN will significantly accelerate faults detection 

and resolution, reducing the time required to 

address electrical faults compared to the current 

manual methods [13, 31]. 

Researchers have proposed different 

communication architectures utilizing a range of 

technologies. Some studies have suggested either 

centralized communication architectures based on 

SCADA systems [18, 32, 33] or employed 

communication technologies that are not well-

suited for practical applications in developing 

countries power utilities (e.g., PLC, GSM and 

Bluetooth) [24, 34]. 

The proposed centralized architectures may be 

suitable for environments with fewer field devices; 

however, they are impractical for real utility 

companies that manage numerous field devices in 

the distribution network. The choice of Power Line 

Communication (PLC) does not adequately meet 

the specific needs of utilities aiming to automate 

LVPN, including fault detection and clearance. 

Moreover, when the power supply is interrupted, 

the PLC network also fails. Utility companies 

prefer to maintain control over the network 

components related to fault detection and 

clearance, making third-party technologies, such as 

GSM, WCDMA, and WiMAX, less desirable. 

Other researchers have proposed decentralized 

or hierarchical architectures [35-37]Click or tap 

here to enter text.  Click or tap here to enter text.. 

However, these designs did not fully address 

automation in the LVPN, particularly fault 

detection and clearance. They also overlooked the 

complexities introduced by numerous sensors and 

Intelligent Electronic Devices (IEDs) involved. 

While previous work utilized a two-level hierarchy, 

this study introduces a third level that enables end 

nodes to perform basic computing functions. 

Furthermore, it incorporates Software Defined 

Networking (SDN) into the architectural design, 

allowing for seamless configuration of numerous 

end nodes during faults and ensuring the 

maintenance of service level parameters, such as 

bandwidth and latency [38, 39]. 

This study builds on the work by Chugulu et al. 

[13], who proposed a practical communication 

architecture for automating LVPNs. The key 

distinction in this study is the specification of 

critical communication design criteria that enable 

the architecture to handle large volumes of data 

within the LVPN. To overcome the challenges 

posed by communication technologies discussed in 

the literature, this study employs a hybrid approach, 

integrating both wired and wireless technologies. 

Additionally, to prevent network overloads from 

transmitting raw data, the proposed architecture 

incorporates hierarchical computing, leveraging 

edge, fog, and cloud computing to efficiently 

process and manage data 

This paper presents key communication 

architecture design requirements and features that 

enable the proposed architecture to facilitate LVPN 

automation within latency limits. It introduces a 

novel hybrid communication architecture for 

LVPN automation, specifically designed for 

developing countries. It integrates hierarchical 

computing to optimize data flow and decision-

making across different levels of the network, 

ensuring efficient operation even in resource-

constrained environments. The proposed 

architecture combines both centralized and 

decentralized communication approaches, 

enhancing reliability and scalability for LVPN 

automation. By focusing on the unique challenges 

of developing countries, such as limited 

infrastructure and network complexity, the paper 

offers practical solutions that can improve the 
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resilience and performance of LVPN contributing 

to more reliable and sustainable energy systems.  

2. Materials and Methods  

2.1 Communication Architecture Requirements 

Specifications 

The current study employed a mixed-methods 

approach. One method included conducting 

feasibility studies and gathering requirements 

through interviews and investigative questions. 

Another method focused on technical design and 

analysis. Throughout the research process, a 

Challenge Driven Education (CDE) approach was 

applied, ensuring that every stage from problem 

identification to solution validation actively 

involved key stakeholders from the electrical power 

grid sector and academia. 

The requirements and data collected for the 

architecture development in this study were 

analyzed using a variety of methods and tools 

tailored to the specific characteristics of the data. 

Qualitative data were gathered from the Tanzania 

power utility company (TANESCO) through 

interviews, questionnaires, focus group 

discussions, and site visits, with an emphasis on 

capturing expert opinions. To analyze this 

qualitative data, a deductive codebook thematic 

analysis was employed, which is well-suited for 

extracting subjective information, such as 

participants’ experiences, views, and opinions. The 

use of interviews, questionnaires, focus group 

discussions, and site visits was essential to the data 

collection process, as these methods facilitated the 

acquisition of in-depth insights from experts. This 

approach was particularly important given the 

study's focus on obtaining detailed, qualitative 

perspectives regarding the LVPN, where expert 

knowledge plays a critical role in understanding the 

challenges and opportunities for automation. 

Appendix A shows questionnaire/guided interview 

document that experts from TANESCO responded 

to. 

Simultaneously, a comprehensive and 

systematic document review was conducted to 

analyze qualitative data from secondary sources 

relevant to this study. The reviewed materials 

included published research, technical manuals 

from the utility company, technology 

standardization documents, white papers from 

technical forums, and official publications from 

globally recognized organizations. This review 

provided valuable insights into existing global 

solutions and helped identify gaps in the literature, 

which were crucial for informing the design of the 

proposed communication architecture. 

As is well known, any research involving data 

collection and analysis is susceptible to various 

potential sources of bias and error, which can 

impact the quality and accuracy of the results. In 

this study, since most of the data for architecture 

design was sourced from TANESCO, several 

measures were implemented to ensure the accuracy 

and reliability of data collection and analysis 

processes. These measures included random 

sampling of engineers for interviews, 

comprehensive data cleaning procedures to ensure 

proper scrutiny and accountability, and the use of 

cross-validation techniques to assess the robustness 

of the analysis. These methods helped mitigate 

potential biases and errors, enhancing the 

credibility of the findings. 

The quantitative data collected were analyzed 

using a range of methods and key analysis tools. 

Microsoft Excel was utilized to clean and format 

the Advanced Metering Reading (AMR) data and 

the tabular LVPN transformer data obtained from 

TANESCO, both of which were essential for 

modeling the LVPN data network. As a versatile 

tool, Microsoft Excel facilitated the cleaning and 

preprocessing of tabular data, which included tasks 

such as removing duplicates, correcting errors, 
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standardizing formats, addressing missing values, 

and transforming the data into a more structured 

and usable format for analysis. 

Quantum Geographic Information System 

(QGIS) was employed to analyze raw shapefile 

data from TANESCO, extracting critical 

information for the design of the communication 

architecture, including customer locations and the 

reconfiguration of the LVPN wiring within the 

study area. QGIS is an open-source software 

platform widely used for geospatial data analysis, 

mapping, and cartography. It enables users to 

create, edit, visualize, analyze, and interpret 

geographic data, providing valuable tools for 

spatial analysis and decision-making in the context 

of infrastructure planning.  

InSSIDer was used to assess the existing Wi-Fi 

networks, providing essential data for access 

network design and validating WLAN band 

allocation information from the Tanzania 

Communications Regulatory Authority (TCRA). 

InSSIDer is a powerful network scanning and Wi-

Fi analysis tool that enables users to monitor, 

troubleshoot, and optimize wireless networks. It 

offers comprehensive insights into nearby Wi-Fi 

networks, including signal strength, channel usage, 

security protocols, and network congestion, making 

it invaluable for ensuring efficient and reliable 

wireless network performance.  

Furthermore, Mininet-WiFi through Python 

programming was employed to model the text-

based smart meter data (AMR data) from 

TANESCO into IP packets/frames, with packet size 

details vital for dimensioning and bandwidth 

considerations in the design phase of the 

architecture. Mininet-WiFi is an extension of 

Mininet, a popular network emulator that allows the 

creation and testing of virtual networks to model 

and experiment with wireless communication 

protocols, network topologies, and performance 

evaluations in a simulated environment. 

Table 2 presents sample text-based historical 

AMR meter reading data collected from 

TANESCO after being cleaned and formatted by 

Excel. Meter readings were taken every 20 minutes 

and transmitted to the utility's AMR central system. 

This data was subsequently analysed and modelled 

using Python programming within the Mininet-

WiFi emulator to determine the IP packet size, 

which was critical for network capacity planning.  

In the communication architecture, all 

transmitted data are in an IP-based format, 

requiring the conversion of text-based data into IP 

packets for accurate size assessment. An algorithm 

was developed to transform the text-based AMR 

data into IP packets, enabling analysis of their 

actual size. This conversion was essential for 

precise network dimensioning. Figure 3 illustrates 

the process of modeling text-based AMR data into 

IP packets using the Mininet-WiFi tool through 

Python programming. Since the text-based data 

consist of routine historical information, the 

modeling was designed to ensure efficient packet 

transmission via the Transmission Control Protocol 

within the network. 

Table 2. Real TANESCO AMR meter data. 

Date/Time Phase A Phase B  Phase C 

1/1/2022 0:00 173.31 A 129.02 A 165.98 A 

1/1/2022 0:20 173.61 A 126.52 A 161.82 A 

1/1/2022 0:40 173.84 A 116.62 A 168.70 A 

1/1/2022 1:00 162.95 A 116.17 A 173.84 A 

1/1/2022 1:20 157.59 A 113.37 A 160.16 A 

1/1/2022 1:40 164.77 A 119.04 A 152.83 A 

1/1/2022 2:00 169.30 A 110.73 A 142.85 A 

1/1/2022 2:20 162.12 A 110.73 A 141.49 A 

1/1/2022 0:00 241.40 V 242.82 V 241.67 V 

1/1/2022 0:20 240.28 V 241.81 V 240.66 V 

1/1/2022 0:40 240.69 V 242.27 V 240.88 V 

1/1/2022 1:00 240.73 V 242.15 V 240.99 V 

1/1/2022 1:20 240.42 V 241.76 V 240.88 V 

1/1/2022 1:40 240.87 V 242.36 V 241.42 V 

1/1/2022 2:00 241.81 V 243.32 V 242.33 V 

1/1/2022 2:20 242.60 V 244.03 V 243.06 V 
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Figure 3. Text-based AMR data modeling to IP packets 

in mininet-WiFi. 

The output IP packet/frame with AMR reading 

data from the algorithm was captured and analyzed 

in Wireshark tool. Wireshark is a popular open-

source network protocol analyzer used for 

monitoring and analyzing network traffic in real-

time. Figure 4 displays a screenshot of the 

Wireshark analysis window, highlighting that the 

total length of the frame is 669 bytes. It offers a 

detailed view of the frame as captured and analyzed 

within the software. This frame size was a crucial 

part in network capacity design. 

To design an effective and practical architecture 

for LVPN automation, this study analyzed the 

actual TANESCO LVPN. TANESCO provided 

raw shapefile data, including customer locations 

and LVPN wiring details, such as distribution 

service lines and transformer placements. Using 

QGIS, these data were reconstructed to extract 

meaningful insights. Figure 5 showcases the 

redrawn LVPN in QGIS, highlighting customers 

and end node locations to optimize coverage and 

capacity planning. 

 

Figure 4: Payload size of routine historical data 

containing 20 readings. 

 
Figure 5: Study area LVPN analysis in QGIS.

. 
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Reconstructing the service area was crucial for 

effective design of the network and also validation 

of the shapefile data collected. It is essential to 

accurately identify the locations of customers, 

which indicate where smart meters are situated, as 

well as the locations of sensors, actuators, 

transformers, reclosers, and other devices. Ensuring 

that all these components receive adequate 

coverage is vital for seamless communication. 

To effectively design a WiFi-based access 

network, it is essential to understand the existing 

WiFi networks and other technologies operating on 

the same channels to avoid interference and ensure 

reliable communication. Figure 6 illustrates the 

analysis of these existing WiFi networks in the 

study area, a critical step in planning channel 

allocations for the access network. 

The key findings from the analysis with 

inSSIDer revealed that the 5 GHz band was largely 

underutilized, with only one location in the entire 

study area using a single channel. In contrast, the 

2.4 GHz band exhibited moderate utilization, but 

the signal strength of existing networks was 

generally average, with most signals falling below 

-80 dBm. The primary channels in use for the 2.4 

GHz band were channels 1, 3, 6, and 11. 

Furthermore, nearly all existing networks operated 

on the PHY type IEEE 802.11b/g/n. This 

information was crucial for effective planning to 

identify channels which minimize interference. 

The 802.11 standard specifies 14 channels, each 

with a width of 20 MHz, within the 2.4 GHz 

industrial, scientific, and medical (ISM) band. 

Devices compliant with 802.11b/g/n can operate in 

this ISM band, but the availability of channels 

varies across the countries as dictated by local 

authorities. In Tanzania, the TCRA permits 

channels 1 through 14 in the 2400–2500 MHz 

range. This configuration provides three non-

overlapping channels: 1, 6, and 11. Additionally, 

channels 2, 8, and 14 form another set of non-

overlapping channels. However, due to the 

overlapping nature of most channels in the 2.4 GHz 

band, these channels were not deployed in areas 

with a high density of 802.11 users and devices. 

 
Figure 6: WiFi networks analysis by in SSIDer strengths. 
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Appendix B presents the final specifications for 

the communication architecture. These 

specifications serve as essential guidelines for 

designing and implementing the LVPN automation 

architecture, with a focus on efficient faults 

detection and service restoration. The key 

contribution of the current study is the outlined 

practical requirements that a power utility company 

can readily deploy. 

2.2 Communication Architecture Design 

Features 

To enable efficient automation in LVPN, the 

communication architecture incorporates several 

fundamental properties. It is designed to optimize 

network bandwidth utilization through a 

hierarchical processing model (edge, fog, and 

cloud), which allows for segmentation and 

clustering. Data from end nodes, such as sensors, 

smart meters, and IEDs, must first undergo local 

pre-processing before being transmitted to the 

designated part of the architecture. This approach 

prevents the architecture from becoming 

overwhelmed with raw data, which can lead to 

excessive network bandwidth and high computing 

resource usage. The initial processing at the end 

node is known as edge computing. 

The cluster controlling unit is responsible for 

fog computing, managing all automation within a 

cluster. It also enables inter-cluster communication 

through neighboring fog devices. The top layer of 

the architecture, known as cloud computing, 

oversees the entire network and is equipped with 

high-performance computing resources and 

substantial storage capacity. In this study, fog 

computing is implemented at the transformer level, 

while cloud computing is hosted at the utility's data 

and control center. Figure 7 illustrates how 

hierarchical computing and clustering are 

implemented in the designed architecture.  

Each cluster encompasses all sensors, smart 

meters, and actuators/IEDs within the electrical 

network served by LVPN distribution transformer 

in the area. All devices in the access network are 

installed at the transformer, ensuring reliable power 

availability and providing a centralized point for 

security.

 
Figure 7. Architecture design based on Clustering and Hierarchical Computing. 
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The communication architecture is divided into 

two main components: the access network and the 

core network. The access network hosts end nodes, 

such as smart meters, sensors, and actuators that 

perform edge computing, along with cluster 

controlling nodes that execute fog computing. In 

contrast, cloud computing occurs within the core 

network, where extensive data processing takes 

place. This core network houses large servers, 

databases, and devices equipped with high 

computing capabilities. In most utility companies 

even in developing countries, core network is 

already properly designed and implemented. 

Hybrid communication technologies have been 

integrated into the communication architecture. 

WLAN (WiFi) provides wireless network coverage 

for end nodes in the access network, while Un-

Twisted Pair (UTP) cables, terrestrial microwave 

point-to-point (P2P) links, and fiber optics facilitate 

data transmission within the architecture. 

Whenever possible, the architecture leverages 

existing infrastructure deployed by the utility 

company to minimize implementation costs. In this 

context, the existing fiber optic cable network 

serves as the preferred backbone technology for 

data transmission.  

Figure 8 illustrates the communication 

technologies implemented across various layers of 

the architecture, showcasing its hybrid nature 

through the integration of both wireless and wired 

communication methods. Smart meters, sensors, 

and actuators transmit historical data to the fog 

node at the transformer in a timely manner, 

preventing network congestion and ensuring 

efficient processing by the fog processor. During 

faults, all end nodes immediately relay data, 

necessitating that they be equipped with small 

processing units capable of analyzing the sensed 

data and identifying faults. The fog node features a 

database for temporarily storing this data from the 

end nodes, which is then analyzed and aggregated 

into larger batches before being sent to the control 

center. Each data entry is source-identified and 

time-stamped for accurate tracking.

 
Figure 8: Hybrid communication technologies deployed in the architecture. 
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Figure 9 illustrates the flowchart outlining the 

preferred transport technology choices from the 

transformer to the control center (CC). This 

preference is determined by the location of the CC 

and the points of presence for fiber optic cables. 

The access network coverage area was designed 

following principles from cellular network design 

to ensure continuous and reliable coverage. The 

area is divided into hexagonal cells for optimal 

distribution. WLANs operate using the Carrier 

Sense Multiple Access with Collision Avoidance 

(CSMA/CA) mechanism. As the number of 

concurrent access nodes increases, the likelihood of 

wireless packet collisions also rises, which can 

slow down network performance. To mitigate this 

issue, this study deployed three directional outdoor 

access points (APs) to serve end nodes, effectively 

reducing the potential for packet collisions. Figure 

10 illustrates how the LVPN is segmented into 

clusters, specifically highlighting Cluster 1, which 

is further divided into three sectors served by 

powerful access points AP1, AP2, and AP3. 

Different non-overlapping channels are assigned 

for APs in both 2.4 GHz and 5 GHz bands so as to 

achieve interference-free communication. To 

extend coverage, these APs are directional and 

equipped with powerful external antenna. 

 

Figure 9: Communication technology choice based on 

control center and Fibre points of presence  locations. 

To strengthen the robustness of the access 

network and support a large number of end nodes, 

SDN features have been integrated into the WLAN-

based access network. Within the ODIN 

framework, the SDN controller communicates with 

WLAN controller and access points (APs). 

Additionally, the SDN controller connects to SDN-

capable switches, which interconnect the APs in 

clusters through the OpenFlow protocol's North 

Bound Interface (NBI). This setup is essential for 

effective traffic management during failures and 

faults. Figure 11 illustrates the integration of SDN 

into the legacy networking framework within the 

access network. 

 

Figure 10: Access network coverage area based on 

cellular design. 

This section has outlined the proposed 

communication architecture for Low Voltage 

Power Network (LVPN) automation, highlighting 

the integration of edge, fog, and cloud computing 

to enhance network efficiency and reliability. The 

hierarchical model optimizes bandwidth utilization 

and manages data flow from end nodes such as 

smart meters and sensors through local edge pre-

processing to reduce congestion. The cluster 

controlling unit facilitates real-time fault 

management via fog computing, while the cloud 

layer at the utility's control center enables extensive 

data processing and storage. By utilizing hybrid 

communication technologies, such as WLAN, UTP  
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Figure 11. SDN based access network. 

cables, microwave links, and fiber optics, the 

architecture maximizes existing infrastructure, 

reduces costs, and ensures reliable connectivity. 

Additionally, the incorporation of Software 

Defined Networking (SDN) improves traffic 

management during faults, supported by the ODIN 

framework for seamless communication among 

network components, addressing current 

challenges and paving the way for future 

advancements in LVPN automation. 

3. Architecture Laboratory Deployment  

To validate and evaluate the performance of the 

proposed design, a laboratory testbed was 

established based on the specifications and features 

outlined in Section 2. 

3.1 Testbed Requirements  

The communication architecture testbed for the 

LVPN automation comprises SDN capable 

wireless routers (APs), legacy 802.11 APs, 

Raspberry Pi (fog node), SDN Controller, Data 

Switch, Control Switch and a PC which act as data 

center receiving cluster updates regularly. The 

testbed hardware requirement are as follows: 

i. The setup utilizes wireless routers (APs) 

equipped with the Atheros chipset, specifically 

employing the Ath9k wireless driver. While 

any router with the Ath9k driver can be used, 

the Netgear 6100 is selected for this demo. The 

Ath9k driver is advantageous because it can be 

patched to modify the mask of received 802.11 

frames, enabling the access point to send layer-

2 ACKs. The ODIN framework employs 

debugging tools to create a file at 

/sys/kernel/debug/ieee802.11/phy0/ath9k/bssid

_extra, where this mask is stored. The driver 

uses this information to determine if a frame is 

directed at it, thereby facilitating the 

appropriate layer-2 ACK response. 

Additionally, another Atheros-compatible 

interface is set to monitor mode to collect 

external radio states; for this purpose, the TP-

Link WL722N wireless adapter is used as the 

secondary interface, ensuring both interfaces 

are from the Atheros family. 

ii. The communication setup includes two OSI 

Layer 2 switches, one designated for data plane 

traffic and the other for control plane traffic. It 

also features a legacy wireless router that 
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supports dual bands (2.4 GHz and 5 GHz) to 

facilitate connectivity. A computer with a 

minimum of 2 GB RAM, a 1.5 GHz processor, 

and x86-64 AMD architecture is utilized to run 

the ODIN SDN Controller. Additionally, a 

Raspberry Pi 4 serves as the fog node, while 

various wireless client devices, such as 

smartphones, computers, and Node MCUs, 

connect to the network to send traffic as end 

nodes. 

The testbed utilizes several key software 

components, including the Odin Controller, an 

extension of the Floodlight SDN Controller, which 

receives heartbeat messages from agents (APs) and 

makes decisions, such as initiating failover or 

changing the transmitting channel of an AP. It also 

features a custom-built OpenWRT wireless router 

operating system with Ath9k patches for enhanced 

performance. Additionally, Open vSwitch is 

deployed within the SDN-capable routers to 

manage OpenFlow protocol traffic. The setup 

includes the Odin Agent, which is integrated with a 

Click router and a patch that collects 802.11 frames, 

providing the data necessary for the controller to 

make informed decisions. 

3.2 Testbed Implementation Setup 

Figure 12 presents the architecture connectivity 

diagram for the lab implementation. Node 

microcontroller units (MCUs) and mobile phones 

serve as end nodes, while two SDN access points 

(APs) and one legacy AP provide WiFi coverage. 

A computer acts as the SDN controller, which also 

incorporates the functions of a Wireless LAN 

Controller (WLC), and is connected to the control 

switch. The SDN APs feature two ports: one 

connected to the data switch and the other to the 

control switch. A router directs traffic along 

optimal routes and assigns dynamic IP addresses to 

end nodes that do not have static IPs. A backbone 

switch connects data networks from different 

clusters, while Un-Twisted Pair (UTP) cables serve 

as the backhauling technology. Additionally, a 

high-performance desktop computer is utilized as 

the computing machine at the control center. 

The actual deployment is depicted in Figure 13. 

Four MCUs were deployed: three configured as 

sensors/smart meters and one as an actuator. 

Additionally, three mobile phones were used as 

sensors specifically to emulate fault scenarios.

 
Figure 12. Lab architecture design. 

mailto:jicts@udsm.ac.tz


 JICTS 

Chugulu Volume 2(2) Pages 81-106 
 

94 
 

                                          2024 jicts.udsm.ac.tz  

 
Figure 13. Actual Lab deployment of a hybrid architecture based on hierarchical computing.

Both a legacy AP and an SDN AP were 

implemented to evaluate interoperability and dual 

connectivity. The access network included two 

switches (for the data plane and control plane), one 

router, and one fog node (Raspberry Pi 4). The 

backbone/core network consisted of a backbone 

switch, UTP cables, and a desktop computer. 

In the laboratory implementation, when an end 

node scans for nearby WiFi and requests a 

connection via probe requests, the Access Point 

(AP) notifies the SDN controller, which then 

assigns a light virtual access point (LVAP) 

containing the end node's IP and MAC addresses, 

as well as the virtual AP's MAC and SSID. Once 

assigned, the end node connects to the network 

through the AP's data plane interface. Sensors 

transmit data to the fog node using the MQTT 

protocol, while actuators subscribe to topics for 

commands sent by the fog node during faults.  

The Raspberry Pi fog node, equipped with an 

EMQ X broker, aggregates data from edge devices, 

bundles and forwards them to the control center. 

The fog node also matches incoming data against 

predefined conditions to detect faults. The physical 

SDN AP's Eth1 interface connects to the control 

plane switch with the SDN controller, facilitating 

southbound OpenFlow communications. The SDN 

controller manages LVAP assignments, monitors 

AP heartbeats, migrates LVAPs if an AP fails, and 

adjusts channels to mitigate interference based on 

collected statistics. 
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Figure 14 illustrates the end nodes' traffic flow 

graph displayed on the control center's screen in the 

laboratory. This graph confirms that the design was 

successfully implemented and that all devices were 

able to communicate effectively. 

 

Figure 14. Traffic flow in control centre computer in 

the lab. 

4. Results and Discussions 

Firstly, it was important to verify that the 

proposed architecture was properly designed and 

implemented. The architecture was tested for its 

responsiveness to changes in the network 

environment. Initially, the system was started, and 

once all nodes were associated and authenticated, 

they were programmed to transmit routine data for 

thirty minutes. Subsequently, the nodes were 

paused for another thirty minutes before being 

instructed to resume data transmission. The results, 

illustrated in Figure 15, reveal that when the nodes 

stopped sending data, the TCP traffic dropped to 

zero. Upon resumption, TCP traffic increased 

accordingly. This behavior confirms that the 

architecture is well-designed and effectively 

responds to the nodes' activity levels. Figure 15 is 

from screenshot of Wireshark, which was used to 

monitor the network parameters. 

Secondly, it was vital to demonstrate that the 

designed architecture could carry actual traffic 

generated by utility companies, such as 

TANESCO, from developing countries, The 

developed architecture was evaluated to determine 

its capability to support the transmission of various 

traffic types across multiple protocols, with a 

particular focus on its ability to handle TCP data for 

routine historical information and UDP for fault 

and emergency communications. Figure 16 

presents a live capture of the network traffic, 

reinforcing the practicality of the architecture. The 

results clearly demonstrate the simultaneous 

transmission of both TCP routine data and UDP 

fault-related data, all while the access points 

continue to broadcast their beacons. Figure 16 also 

shows that end nodes could hook to all three APs in 

a cluster. Clearly, we see different beacon messages 

from APs and different end nodes IP addresses. 

 

Figure 15. Architecture’s response when nodes send/stop sending data. 
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Figure 16. Live capture of various protocols in the architecture. 

In this study, key evaluation criterion was 

Round Trip Time (RTT), which is the total time it 

takes for a data packet to go from the sender to the 

receiver and then back to the sender. It includes the 

time spent in transmission, propagation delays, 

queuing delays, and any delays caused by 

processing at the sender or receiver. RTT is 

commonly used to measure the latency of data 

transfer between two endpoints. RTT is typically 

measured in milliseconds (ms), and is a critical 

metric for understanding the responsiveness of a 

network. Lower RTT values generally indicate a 

faster, more responsive network, while higher 

values often point to delays or congestion.  

The Lab architecture implementation was 

evaluated to check if the end nodes’ data can reach 

the fog node successfully and timely. When the 

architecture was operational, meaning all end nodes 

were sending data and actuators responding to 

commands from the cluster fog node, then another 

laptop was connected and configured as an end 

node to connect to the WiFi network provided by 

the installed SDN AP. After the laptop end node 

had already acquired IP (192.168.2.20), fifteen (15) 

pings were directed to the fog node (192.168.2.9) 

with data of size 669 Bytes each. 669 Bytes was the 

calculated size from the collected AMR data 

containing twenty current and voltage readings. 

The Pings results are summarized by Figure 17, 

where it is shown that the average RTT was 7.059 

ms. 

The obtained RTT value in Figure 17 means the 

communication architecture can be used to detect 

and clear faults at LVPN efficiently as it imposed 

average delay, which is less than the latency limits 

of AMI, DER and DA (Table 1). Several other 

pings were done at different times, and all of them 

had lower RTT than the AMI, DER and DA limits. 

This study proposes a clustered hierarchical 

architecture with three layers of processing, 

essential for meeting the stringent latency 

requirements of LVPN automation. End nodes 

within a specific cluster, managed by a fog node, 

can be promptly controlled to address faults 

originating in that cluster, rather than relying on a 

central control node. Figure 18 illustrates this 

concept, showing that various commands issued 

from the fog node to the end nodes (actuators) in 

the cluster were successfully delivered within the 

acceptable latency thresholds for DA in LVPN. 

Only one command experienced slightly higher 

latency than the acceptable limit for DER 

integration; however, this is not concerning as the 

overall success rate was over 93.3% (14 out of 15 

commands). Notably, actual LVPN actuating 

commands are only 50 bytes in size, significantly 

smaller than the 669 bytes used in this experiment. 

Moreover, since DER integration is not currently 

implemented in LVPNs in developing countries, 

the delayed command does not pose a threat to the 

architecture's automation capabilities. 
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Figure 17. Latency values for Fog/Cluster node commands to End Nodes. 

The architecture was then tested to evaluate if 

the control center computer’s data directly to the 

end node can arrive timely within latency limits. 

The laptop was again used as the end node; the 

control center computer (10.10.10.10) pinged 20 

times the end node (192.168.2.20), and the results 

were summarized in Figure 19. The average RTT 

was 59.798 ms, which is higher than the maximum 

latency limit for DER applications. Six (6) out of 

20 pings (30%) had RTT above 100 ms, which 

means they could be used for neither DER nor DA.  

 
Figure 18. End node – Control Center node RTT ping 

results. 

The results presented in Figure 19 demonstrate 

that DER and DA applications within LVPN cannot 

be effectively managed by a centralized 

architecture. This is why the communication 

architecture proposed in this study employs a 

multilayered, hierarchical clustered approach. By 

positioning the cluster handling node (fog) 

physically closer to the end nodes, we can better 

meet the stringent latency requirements. While 

AMI primarily transmits historical data and informs 

grid operators for future predictive actions, its 

latency requirement is relatively lenient at 2 

seconds. This flexibility allows even current 

centralized and two-layered architectures to 

function adequately, despite their limitations. 

Figure 20 illustrates that a centralized 

infrastructure is limited to managing AMI 

applications and struggles to support LVPN 

automation tasks, such as opening and closing 

switchgears and reclosers along service lines. 

Notably, only 75% of commands from the CC 

achieve acknowledgment within the 20 ms 

threshold required for DER integration, and 70% 

meet the acceptable latency for DA within LVPN. 

These results would have been worse if all nodes 

transmitted data directly to the control center rather 

than leveraging the fog node during the tests. 
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Figure 19. Latency values for CC commands straight to end nodes (centralized approach). 

The latency values observed in this study (7.059 

ms) were slightly higher than the maximum RTT 

values reported (3.68ms) in Chugulu et al. [13] for 

several reasons. First, in their study, the network 

conditions were ideal and did not account for 

equipment or node response time after receiving a 

signal or command. Second, their results were 

based on simulations in a virtual environment, 

while this study involved actual devices in a live 

environment. Finally, this study incorporated SDN 

capabilities to sense and hand over wireless nodes 

to nearby access points with stronger signals, which 

introduced some delay in the network and 

contributed to the higher latency values. 

In summary, the proposed clustered 

hierarchical architecture effectively meets stringent 

latency requirements for LVPN automation. Initial 

tests show that it efficiently manages data and 

responds quickly to faults, supporting both TCP for 

historical data and UDP for critical 

communications. Unlike centralized systems, it 

ensures high success rates and reduces latency by 

delivering commands from the fog node. By 

positioning the fog node closer to end nodes, it 

enhances real-time responsiveness and supports 

future advancements in LVPN automation. 

5. Conclusion 

In this paper, a communication architecture 

tailored to the unique design specifications of 

automation in developing countries was proposed. 

Unlike previous studies, our work was grounded in 

the actual requirements of TANESCO, and was 

modeled, tested, and implemented using real-world 

grid data, actual devices, and protocols in a live 

environment. The proposed architecture integrates 

hierarchical computing with SDN capabilities to 

optimize the automation of LVPN systems. 

Specifically designed to meet the needs of power 

utilities in developing countries, this architecture 
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enhances fault detection and service restoration by 

leveraging practical communication technologies. 

Through the integration of edge, fog, and cloud 

computing, the architecture significantly improves 

system efficiency and reliability. Local pre-

processing at the edge reduces congestion by 

optimizing bandwidth and data flow from end 

nodes. The cluster controlling unit supports real-

time fault management, while the cloud layer 

provides scalable data processing and storage 

solutions. By utilizing existing fiber optic backhaul 

infrastructure, the design minimizes 

implementation costs while ensuring reliable 

connectivity. Additionally, the SDN capabilities 

enhance traffic management, particularly during 

fault conditions, ensuring network resilience. 

When tested in a laboratory environment, the 

architecture demonstrated its ability to meet 

stringent latency requirements, effectively 

supporting LVPN automation tasks and ensuring 

timely responses. The results highlight the 

feasibility of this communication architecture for 

automating LVPN systems in developing countries, 

offering a cost-effective, scalable, and reliable 

solution for power utilities. 

In our future work, the access network of the 

communication architecture will be deployed in an 

environment featuring thousands of end nodes 

within a cluster. This phase will involve analyzing 

the challenges posed by such a large number of end 

nodes, particularly in relation to meeting latency 

criteria for LVPN automations.
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APPENDIX B: Communication Architecture Requirements Specification 

S/N SPECIFICATIONS KEY DETAILS 

1 Ownership and Security 
i. The communication architecture must be fully 

owned and managed by the utility company, with no 

involvement of third-party providers. 

ii. For security reasons, the architecture should be 

entirely offline and disconnected from the Internet. 

2 Distributed Processing Architecture The architecture must be based on distributed processing, 

allowing hierarchical processing at three levels: Edge, Fog, 

and Cloud 

3 Network Communication 

Technologies i. Access Network: WLAN/WiFi (IEEE 802.11x) will be 

used for communication at the access network level. 

ii. Backbone Network: Fiber optic will serve as the 

backbone for high-speed data transport. 

iii. Supporting Transport Technologies: Outdoor UTP 

cables and Point-to-Point (P2P) free-to-air terrestrial 

microwave will be used for additional connectivity. 

4 End Node Specifications 

 

i. Each end node will be equipped with a Wi-Fi 

communication module (IEEE 802.11x) and a simple 

processor for basic computations. 

ii. End nodes should have some computational 

capability to support edge computing, such as 

running simple algorithms locally. 

5 Data Aggregation and Cluster 

Architecture 

i. Aggregation will be performed at the transformer, 

which provides easy access to power and hosts other 

network devices. This central location will channel 

all measurement and control data for further 

processing. 

ii. The architecture must be clustered to enable local 

processing of faults within each cluster, thereby 

meeting strict latency requirements. 

6 IP-Based Communication All communications within the architecture will be IP-

based, regardless of the underlying protocols used by 

applications running on the nodes 

7 Wireless Access Points and Coverage i. Powerful directional outdoor wireless access points 

will be installed at transformers and select locations 

to ensure adequate coverage and capacity for end 

nodes. 

ii. For ease of maintenance and to reduce 

communication overhead, static IPs will be assigned 

to end nodes. 
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S/N SPECIFICATIONS KEY DETAILS 

8 Cost Efficiency and Data Transmission For cost-effective implementation, data from the aggregation 

switch should be transmitted to the nearest fiber Point of 

Presence (POP), ensuring efficient data routing to the control 

center. 

9 Pre-Processing and Bandwidth 

Optimization 

To optimize CPU usage and bandwidth utilization, data from 

end nodes must be pre-processed before being sent to the 

designated part of the architecture for further handling. 

10 Scalability and Dynamic 

Programmability 

The architecture must support Software Defined Networking 

(SDN) on the access network, enabling dynamic 

programmability, scalability, and "on-the-fly" configuration 

adjustments 
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